Introduction

Non-intrusive load disaggregation or NALM is the resolution of overall demand profile of a household into individual signatures of appliances switched on at a particular instant or within a specified time period, without any intrusive physical sensors on individual appliances.

Manual-Setup refers to a one-time intrusive calibration period for all appliances under consideration prior to normal operation.

This study generalizes a bi-level prediction methodology originally introduced in [4] (for short-term load forecast of microgrids) and appropriates it for self-regulation of MS-NALM systems.

The strategy, illustrated below, applies enhanced differential evolution, a variant of differential evolution providing efficient convergence and specialized global search along with limited control variables in initial setup to optimize the accuracy of disaggregation in the lower level. A brief review of various design choices follows.

Feature Space

Choice of feature space has implications on generalization of classifier training, performance of disaggregation.

Metrics based on shape of V-I trajectory (mutual locus of voltage and current waveforms) allow for appliances of similar operating characteristics to be grouped closer, hence less fuzziness in dataset, should allow the training algorithm to generalize better to unknown examples and the disaggregation to improve overall accuracy.

Other metrics like orthonormal vectors from SVD applied to current waveform or traditional power metrics are compared for capacity of differentiation in [3].

Chosen shape features of the V-I trajectory for this study are:
- Looping Direction
- Area Enclosed
- Non-linearity of Mean Curve
- Self-Intersections
- Slope of Middle Segment

Training Structures, Disaggregation Framework

Choice of training structure is a function of the characterization of the learning problem subscribed to and the feature space used.

A generalized NALM system usually realizes a parallel execution of single-algorithm methods (multi-class classification, distance minimization, pattern recognition) and uses committee decision methods (CDMs) to achieve the best performing of all deployed algorithms; this probably results in better overall accuracy compared to single algorithm methods [6].

Computation overhead incurred by such a framework might imply limitations on realization, deployment and service period; for instance, a minimal, scalable realization for event-based operation would necessarily exploit software and preferably hardware parallelization and provisions would be needed to account for near simultaneous switching events.

Performance Optimization

Following passage describes the algorithm for parameter search, with special reference to DE and EDE.

Differential Evolution (DE) is a heuristic, population-based global search strategy that offers more relative certainty and efficiency of convergence for minimization problem for non-linear continuous space functions [5].

EDE is an enhanced variant of DE proposed in [4] whereby instead of an empirical recombination rate (RR) for populations of system parameters, a new fitness function is described that weighs the fitness of mutant population relative to fitness of original population.

Proposed Strategy

Enhanced Differential Evolution (EDE) has a framework:
- Trainer Variables
- Objective Function Weights
- Composite Objective Function
- Load Disaggregation

Fitness of mutant population

\[
\text{Fitness of Mutant Population} = \frac{1}{OF(U) + \frac{1}{OF(X)} + \frac{1}{OF(V)}}
\]

\(U\) represents the mutant population of training parameters, \(X\), the original population, \(OF\), the objective function corresponding to a set of ANN training parameters. In large-scale NALM systems with heavily parallelized implementations of various training structures, the objective function represented by \(OF(X)\) can be generalized as follows:

\[
OF(X) = \sum_{k=1}^{N} (a_k OF_k(X))
\]

such that \(OF_k(X)\) represents the objective function corresponding to classifiers for one of the various appliances or classes of appliances under consideration. The constants \(a_k\) represent the relative weights of various OFs such that choice of these constants would reconfigure the minimization of individual OFs for the composite classifier. These constants:

Introduce additional flexibility for gauging the constraints on sensitivity of disaggregation towards a subset of appliances in a general purpose, large scale NALM system such as proposed in [6], and

Introduce additional selectivity in search for optimal system parameters (in terms of critical performance constraints on disaggregator for a subset of appliances)

Choice of objective function is such as to both selectively optimize performance of appliance classes in question and dynamically adapt to degree of convergence of the population of training parameters.

A brief summary of the overall proposed strategy is described as follows:

Populations of system variables (number of hidden layer neurons in case of ANN) or ‘genes’ for \(h\)th trainer and \(h\)th iteration, \(X_{w,h}(k)\), \(k = 1, 2, ..., N\) are randomly initialized in the beginning, a total of \(M\) individuals \((w = 1, 2, ..., M)\) and \(G\) genes per individual for each trainer \((w = 1, 2, ..., G)\). Assuming \(a_k\)'s are known, each individual in the mutant population \(U_{v,w}(k)\) is determined by a linear combination of genes from three randomly chosen individuals in the original population.

\[
U_{v,w}(k) = X_{w,h}(k) + F \times \left( X_{w,h}(k) - X_{v,w}(k) \right)
\]

Fitness functions of original and mutant populations are determined from (1) and (2). Each gene in \(X_{w,h}(k)\) is determined as follows:

\[
x_{w,h}(k) = \begin{cases} x_{w}(k) \text{ if } \text{rand} < \text{Fitness Function (U)} \\ x_{v}(k) \text{ if } \text{rand} \geq \text{Fitness Function (U)} \end{cases}
\]

The process is continued until maximum number of iterations is reached. In case of DE, an empirical combination rate (RR) replaces the fitness function described; rest of the strategy stays the same: EDE thus has a self-regulating RR.

Assessment

The framework illustrated earlier is used to optimize and assess the generalized NALM system in a residential setting. Sequences of switching events are simulated, each of these events are uniformly probable at any given instant of time [6]. Load dynamics and electrical noise are accounted for. Neural networks are trained using Levenberg-Marquardt (LM) method. The dataset established (a total of 20 identified operating states) uses a good mix of appliance signatures from classes identified in the taxonomies reviewed in [3].

Overall system accuracies for EDE under preliminary evaluation (moderate SNR, perfect recall) are as follows.

<table>
<thead>
<tr>
<th>Wave-shape Features</th>
<th>Mean Error</th>
<th>Median Error</th>
<th>Traditional Power Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0411</td>
<td>0.0457</td>
<td>0.0778</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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